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Abstract

Protecting computer and information systems from secu-
rity attacks is becoming an increasingly important task
for system administrators. Honeypots are a technol-
ogy often used to detect attacks and collect information
about techniques and targets (e.g., services, ports, oper-
ating systems) of attacks. However, managing a large
and complex network of honeypots becomes a challenge
given the amount of data collected as well as the risk that
the honeypots may become infected and start attacking
other machines. In this paper, we present DarkNOC, a
management and monitoring tool for complex honeynets
consisting of different types of honeypots as well as other
data collection devices. DarkNOC has been actively used
to manage a honeynet consisting of multiple subnets and
hundreds of IP addresses. This paper describes the archi-
tecture and a number of case studies demonstrating the
use of DarkNOC.

1 Introduction

Because of the value of the data they store and the re-
sources they provide, information systems become tar-
gets for attackers and must be protected. To better se-
cure computer systems from external threats, security
researchers aim to understand attackers and the differ-
ent techniques they use to compromise computers and
achieve their goals. One possible approach is to use a
target computer, called a honeypot, which is not used
by normal users. Therefore, all the activity towards this
computer can be considered malicious.

Individual honeypots or networks of honeypots have

been used to conduct various studies of attackers [1, 9]
and analysis of cyber crimes such as unsollicited elec-
tronic mails, phishing [10], identity theft and denial of
service. The computer security community has used hon-
eypots to analyze different techniques deployed by the
attackers to reach their objectives. Attackers’ arsenal
includes distributed denial of service [24], botnets [2],
worms [11] or SPAM [15]. However few studies focus
on the usage of honeypots data to help network adminis-
trators to better protect their production networks. Hon-
eypot deployment is challenging and the architecture of
such networks is complex. For example, distributed hon-
eynets require secure tunnels and different levels of pro-
tection must be in place to ensure a total containment of
attacks targeting the honeypots. In addition, honeynets
require constant monitoring to guarantee that protection
systems (for example firewalls, traffic shappers) and data
collection are operating correctly. Depending on the size
of the honeynet, the volume of data collected can be im-
portant and impacts significantly data processing and ex-
traction. To be integrated as a security tool, honeypots
data must be presented and translated in meaningful way
to network administrators.

In this paper, we introduce DarkNOC, a solution de-
signed to efficiently process large amount of malicious
traffic received by a large honeynet, and to provide a
user-friendly Web interface to highlight potential com-
promised hosts to security administrators, as well as to
provide the overall network security status. DarkNOC is
used to manage the UMD honeynet, a network of 2,000
honeypots from which information about attacks is con-
tinuously extracted and provided to the security team to
help them better protect the production network.



The rest of the paper is organized as follows. In Sec-
tion 2, we provide an overview of the architecture and
operation of DarkNOC. In Section 3, we describe the
outputs and views provided by the DarkNOC. We pro-
vide a number of case studies using DarkNOC in Section
4. Finally we review the related work in Section 5, we
provide some remarks on future work in Section 6 and
conclude the paper in Section 7.

2 DarkNOC Architecture

This section describes what DarkNOC does, how it col-
lects data, and its internal structure.

2.1 System Architecture

DarkNOC manages multiple types of honeypots and in-
formation sources as illustrated in Figure 1. The UMD
honeynet consists of low interaction honeypots (LIHs)
such as Nepenthes [3] as well as high-interaction honey-
pots (HIHs) consisting of virtual or physical machines
running real operating systems, applications, and ser-
vices [5]. The UMD honeynet supports multiple sub-
nets consisting of IP addresses contributed by different
organizations participating in the research. DarkNOC
collects multiple sources of information from different
devices (e.g., NetFlow from Gateway, Snort events from
Snort Sensors [20], and malware from Nepenthes), an-
alyzes the data, and presents it to users in an efficient
and actionable manner. The details of the data views and
their use in analyzing security incidents are discussed in
Sections 3 and 4.

The current information sources consist of the follow-

ing:

e NetFlow Data: DarkNOC uses nfdump! to extract
NetFlow data collected on the main gateway of the
honeypots. The flow data provides enough infor-
mation to determine the number of attackers, the
different source and destination IP addresses, and
the different source and destination ports. Specifi-
cally, each NetFlow record summarizes communi-
cation between two network end points (defined by
the IP addresses and port numbers of the end points)
including the time, duration, and numbers of bytes
and packets (see example below), but does not con-
tain any payload information (i.e., content of the
messages transmitted).

Date flow start Duration Port Src IP:Port -> Dst IP:Port Packets Bytes Flows
2010-02-09 06:43:... 4294966.937 TCP 218.8.251.187:20347 -> x.x.x.x:80 2 94 1
2010-02-09 06:43:... 4294966.977 TCP 218.8.251.187:20347 -> x.x.x.x:80 2 94 1

Uhttp://nfdump.sourceforge.net/

e Snort Events: Snort [20] is an Intrusion Detection
System (IDS) for detecting attacks and potential in-
trusions. Snort provides information about the types
of attacks used against the honeypots.

e Malware Collection: Nepenthes acts as a passive
malware collector by emulating common service
vulnerabilities and allowing attackers to inject the
malware binaries. Nepenthes provides a log of each
malware submission containing information such as
the date and the vulnerability used but also the bi-
nary injected. This allows DarkNOC to see what
kinds of malware are successfully uploaded, the se-
curity signatures, and port used. It also allows to
measure the efficiency of the security solution pro-
tecting the network.

2.2 DarkNOC Software Architecture

The design of the DarkNOC software architecture was
driven by the following constraints:

o The aesthetics from the user’s point of view: The
user interface should be easy to access and the im-
portant data should be automatically highlighted.
This interface should be highly portable so that
users can use different operating systems and access
the system from different geographic locations (i.e.,
not tied to one dedicated machine).

e Speed: The user interface must be fast and the user
should not have to wait for the results to be dis-
played. Processing high volumes of data can be
time consuming and if the processing is started only
when the user requests a data view, the response
time may not be satisfactory. Therefore, our sys-
tem uses data pre-processing when possible to en-
sure fast response.

e Data validity: The data displayed should be reason-
ably up to date and reflect the current activity.

To meet these requirements, the application software
has been divided into three different parts: 1) a graphical
Web front-end, 2) back-end, and 3) alerting module. The
front-end generates a Web page displaying the different
information. The back-end extracts the necessary data
from the flows and creates the different graphs.

Back-end Module: Written in Perl, the back-end mod-
ule is a background process that updates the information
displayed by the front-end every 5 minutes based on the
NetFlow data. The separation of flow processing from
the display was necessary to guarantee a fast response
time at the user interface, because the extraction of flow
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Figure 1: System architecture

data can be time consuming. Since the flow data is up-
dated every 5 minutes by the flow collector, a continu-
ous live update of the displayed views is unnecessary.
However it requires the tool to process the new flow files
within 5 minutes. DarkNOC provides information for
the last 24 hours and the last 5 minutes. Two different
processes generate the 24 hours and 5 minutes statistics.
For about 2,000 IP addresses, an average of 15,995 flows
are generated every 5 minutes representing about 5 mil-
lion flows per day. It takes an average of 7.4 seconds
to process a newly created flow file. Given this num-
ber, DarkNOC is able to process almost a hundred times
more flows within 5 minutes. Generating the statistics on
the last 24 hours is computationally more expensive and
longer. It takes an average of 130 seconds. However, it is
not necessary for this process to finish within 5 minutes.

A lock file prevents multiple executions of this process at
the same time. For each subnet and the global view, the
back-end generates the different graphs, the list of desti-
nation ports, the list of attackers and the list of targeted
honeypots. The graphs are created using RRDTool?, an
open source tool for storage and retrieval of time series.

Graphical User Interface: The graphical user inter-
face organizes the different data necessary to present a
summary of the honeypots activity. Web technologies
such as the PHP language and Cascading Style Sheets
are used. A Web page is extremely portable and requires
no configuration on the client side. Figure 2 shows the
homepage of DarkNOC. The content is described in Sec-
tion 3. The graphical user interface first provides a global

Zhttp://oss.oetiker.ch/rrdtool/
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Figure 2: DarkNOC’s graphic user interface

view of the activity of the honeypots: the data displayed
includes all the subnets. The user has then the possibility
to reduce the scope of analysis to one subnet. To pre-
vent unauthorized access, the application uses an HTTP
authentication over SSL to protect DarkNOC’s directory
on the Web Server. Apache is configured to authenti-
cate users against an LDAP server where all accounts are
centralized. User objects belonging to the group Dar-
kNOC have access to the application. Because of le-
gal and confidentiality reasons it is necessary to filter
the information displayed by DarkNOC. Once authen-
ticated DarkNOC retrieves the user name stored in the
$_SERVER [’PHP_AUTH_USER’] variable and matches it
with the user’s table in the database to determine which
subnets to display or not. If the user is allowed to access
more than one subnet, DarkNOC will reflect the user’s
rights in the global view but also in the subnet selector.
If the user has access to a single subnet, the subnet will
be automatically selected with no possibility to select an-
other one.

Alerting Module: The alerting module is a process ex-
ecuting a specific query on the flow data. The results are
sent by email to a specific group of users. Users have the
possibility to create their own flow query based on the
nfdump filter syntax and to specify the recipients of the
alerts. The module is currently launched twice a day: at

6:00 AM and at 6:00 PM. It can be executed more fre-
quently if more real-time alerts are required.

3 Display Description

The layout of the graphical user interface of DarkNOC
presented in Figure 2 organizes the different pieces of in-
formation gathered from the most global and important
to the most detailed concerning the current activity of the
honeypots. The user interface of DarkNOC has been de-
veloped to ease the comparison of the different sources
of information and the comparison of the different sub-
nets.

The Web page provided by DarkNOC is divided into
three different sections: 1) status of the subnets, 2) flow-
based information, and 3) Snort events. Each section will
provide information that will reduce the number of pos-
sible explanations when an anomaly in the traffic is iden-
tified in DarkNOC. The first screen provided is a global
view of the honeypots activity. The user can select a spe-
cific subnet to drill-down to a more detailed view of the
subnet activity.

3.1 Subnet Status and Network Traffic

The first part of the Web page shown in Figure 3 is com-
posed of a table giving the status of the low interac-
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Subnet | LTH ‘ Tunnels Malware
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Figure 3: Subnets status section
Top 10 Ports (last 24 hours) Bottom 10 Ports (last 24 hours)
Port Number | Number | % Signature | Number | %
TCP [ 1433 198939 40.03% TCP /2 1 0%
TCP [ 445 101807 20.49% TCP /9 1 0%
ICMP / 8.0 32848 6.61% TCP [ 28 1 0%
TCP [ 27977 21520 4.33% TCP / 36 1 0%
TCP [ 42332 18191 3.66% TCP [ 43 1 0%
TCP /135 11563 2.33% TCP [ 50 1 0%
TCP [ 22 10105 2.03% TCP [ 65 1 0%
TCP [ 80 5204 1.05% TCP | 66 1 0%
UDP 5060 5119 1.03% TCP [ 67 1 0%
TCP /139 4914 0.99% TCP/ 71 1 0%

Figure 4: Top and bottom 10 transport ports targeted

tion honeypots (LIH) running Nepenthes, the status of
the tunnels to different organizations, and the number of
malware collected for each subnet since the initialization
of DarkNOC. The notion of a tunnel is specific to the
UMD honeynet. It allows to redirect the network traf-
fic from remote locations to the honeypot network trans-
parently. Hence, it is possible to use other participating
organizations’ IP addresses. A graph representing the
incoming and outgoing traffic in bytes per seconds is in-
cluded in the status section as well. This section provides
essential indications on the state of the main components
of the UMD honeynet, i.e. tunnels and main gateway.
The graph gives an overview of the UMD honeynet in-
frastructure load and can help to detect anomalies in the
traffic.

3.2 NetFlow Data

The NetFlow section provides information extracted
from the NetFlow data collected at the edge of the hon-
eypots network. Figure 5 presents a graph showing the
number of attackers over time for each subnet of the hon-

eypot network. Each unique IP address that does not be-
long to the honeypots is considered a unique attacker.
The graphical user interface provides several graphs that
display the number of attackers at different time scales:
one day, one week, and one month. Figure 6 presents a
graph showing the number of flows over time for each
subnet of the honeypot network. Separate graphs are
used to display the number of flows at different time
scales.

These two graphs shown in Figures 5 and 6 make it
easy to observe the activity of the honeypots for each
subnet. Comparing the numbers of flows and attackers
can reveal attack characteristics. For example, an in-
crease of the number of flows while the number of at-
tackers remains relatively steady means that one or sev-
eral offenders may have launched an attack that generates
large amounts of flows such as port scanning and brute-
force activities. It can also mean that a large network
behind a network address translation system is compro-
mised and targeting the UMD honeynet. DarkNOC also
makes it easy to compare trends between the different



subnets. For example, it is straightforward to identify
peaks in the number of attackers or flows that occur at
the same time in different subnets, as well as changes in
the attacks directed to only one of the subnets, indicating
a targeted attack.
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Figure 6: Number of Flows

The tables in Figure 4 show the top and bottom 10
ports targeted by the attackers during the last 24 hours.
For each port, the number of flows and the percentage of
the total number of flows are provided. It makes it easy to
identify the most popular services and to protect the net-
work accordingly. The severity of an attack is not related
to the number of flows it will generate. Attacks towards
common ports tend to hide smaller attacks against less
popular ports. This is why we also decided to display the
bottom 10 ports targeted.

Finally, Figure 7 represents a word cloud of the top
20 attackers’ IP addresses. The top 20 IP addresses are
determined using the number of flows involved in the
communications between the attacker and the honeypots.
The size of the font displaying the IP address reflects the
number of flows generated for that IP address. The same
representation is used for the top 20 targeted honeypots.
These word clouds are updated every 5 minutes using
a 24-hour window. The IP addresses presented in the
word clouds are clickable: The user can obtain the lists
of honeypots contacted, services and Snort events related
to the selected IP address in a separate window. Since the
honeypot network often hosts different experiments with
different configurations, the port tables and the targeted
honeypots make it possible to determine what is attract-
ing the attackers the most.

| Source IP Addresses (last 24 hours)

15.135 21.244.147.2
215 : 94.17.160.

64.40.106.21 ssios0015 reesosson 78.93.15.244

8§8.122.140.12
Figure 7: Attacker word cloud

3.3 Snort Data

Last 10 Snort Events

Timestamp Signature Source Destination

2011-06-06 stream$: Limit on number of overlapping TCP

14:41:53 packets reached DTG

2011-06-06 stream5: Bad segment, overlap adjusted size less

174.77.190.64

14:41:53 than/equal 0
2011-06-06
= ICMP PING NMAP 94.248.15.15
14:41:50
2011-06-06 stream: Limit on number of overlapping TCP | 190.11.17.22
14:41:45 packets reached
2011-06-06 stream5: Bad segment, overlap adjusted size less
§ J P 190.11.17.22
14:41:45 than/equal 0
2011-06-06 streams: Limit on number of consecutive small | - 190.11.17.22
14:41:45 segments reached
2011-06-06 stream5: Limit on number of overlapping TCP 7B.187.81.52
14:41 44 packets reached
2011-06-06 stream5: Bad segment, overlap adjusted size less
§ J P 78.187.81.52
14:41:44 than/equal 0
2011-06-06 stream5: Limit on number of consecutive small B G
78.187.81.52
14:41:44 segments reached
2011-06-06 stream5: Limit on number of overlapping TCP 94.97.113.112
14:41:43 packets reached

Figure 8: Last 10 Snort events table

The Snort section presents information about the Snort
alerts.

Figure 8 shows a table of the last 10 Snort events col-
lected on the honeypot network. This table allows honey-
pot administrators to immediately identify attacks gener-
ating high volumes of traffic. For example, a brute-force
attack against a Microsoft SQL server will generate a
spike in the traffic curves and the corresponding events
will appear immediately in this table.

The graph in Figure 9 provides a trend in the number
of Snort events recorded the current day, the past few
days, and the past few weeks.

Figure 10 shows the top and bottom 10 Snort signa-
tures tables. The tables provide the signature name, the
number of events for each signature and the percentage.
Large scale attacks such as port scanning or brute-force
attacks may generate several events. As a consequence,
smaller but still important attacks may not appear in the
top 10 signatures. This is why the bottom 10 Snort sig-
natures are also provided. As an example, consider the
snort signature SHELLCODE NOOP shown in the Bot-
tom 10 Snort events of Figure 10. This signature indi-



Top 10 Snort Events (last 24 hours)

Bottom 10 Snort Events (last 24 hours)

Signature | Number | Yo Signature ‘ Number | By
snort: “SQL sa brute force failed login unicode attempt” 56932 54.55% snort: “SPECIFIC-THREATS ASM.1 constructed bit string” 1 0%
“MS-SQL SA brute force login attempt TDS w7 /8" 23851 22.85% WEB- IS WEBDAV nessus safe scan attempt 7 0.01%
stream5: Bad segment, overlap adjusted size less than/equal 0 8357 8.01% ICMP Source Quench 7 0.01%
stream5: Limit on number of overlapping TCP packets reached 7805 7.48% ICMP L3retriever Ping 15 0.01%
stream5: Limit on number of consecutive small segments reached 2325 2.23% snort: “SHELLCODE base64 x86 NOOP* 19 0.02%
MISC MS Terminal server request 1519 1.46% ICMP Destination Unreachable (Communication with Destination Host is 25 0.02%
Administratively Prohibited} <
ICMP PING NMAP 127 1.22%
ftp_pp: Invalid FTP command 28 0.03%
ssh: Protocol mismatch 801 0.77%
“POLICY RDP attempted Administrator connection request” 29 0.03%
stream5: Data sent on stream not accepting data 308 0.3%
stream5: TCP Timestamp is outside of PAWS window ED 0.03%
stream5: Packet missing timestamp 305 0.29%
T ICMP Destination Unreachable (Communication Administratively Prohibited) 34 0.03%
ore....
More...
Figure 10: Top and bottom 10 Snort signatures
Snort Events 4.1 UMD Honeynet
30000
4.1.1 Introduction
25000
The honeypot network hosted at the University of
20000 . . . .
Maryland was initially built in 2004 with unused IP
15000 addresses of the campus network. More recently, other
organizations joined the initiative: AT&T Labs, the
10000 . . . . .
University of Illinois at Urbana Champaign, and the
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Figure 9: Snort events graph

cates attempts to upload a malicious shellcode.

In the following example, the Snort IDS alerts show a

possible injection of malicious code on an emulated Web
server:

04/15-06:49:15.474819  [*x] [1:12799:3] SHELLCODE base64 x86 NOOP [*x]
[Classification: Executable Code was Detected]... {TCP} a.b.c.d:15017 -> W.X.Y.Z.:80
04/16-06:49:15.474819  [*x] [1:12802:3] SHELLCODE base64 x86 NOOP [x]
[Classification: Executable Code was Detected]... {TCP} a.b.c.d:15017 -> W.X.Y.Z.:80
04/15-06:49:15.619028 [**] [1:12800:3] SHELLCODE base64 x86 NOOP [*]
[Classification: Executable Code was Detected]... {TCP} a.b.c.d:15017 -> W.X.Y.Z.:80

The injection was successful and Nepenthes captured
and logged the malware submission:

[2011-04-15T06:49:19] a.b.c.d-> W.X.Y.Z. ftp://1:1@a.b.c.d:21/Revetsr.exe
c511c4£9bdd3bb892e582fbc9a00dadc

4 Case Study

This section details the UMD honeynet, the honeypot
network deployed at the University of Maryland and also
describes how DarkNOC is used to operate and maintain
this particular network.

ranges of public IP addresses.

The objective of the UMD honeynet is to provide
the infrastructure to support honeypot-based experi-
ments. The network features a centralized data collection
and guarantees a realistic but controlled and flexible en-
vironment to safely deploy experiments. The advantages
of the present architecture are multiple:

e A single gateway collects and stores the stores Snort
events, flow data and network traffic, providing vis-
ibility across the full range of exposed networks.

e The experiments are easy to deploy without the
need to create tunnels or to setup specific network
configurations.

e The UMD honeynet is scalable, new organizations
can join the project by providing range of IP ad-
dresses.

4.1.2 Architecture

Figure 11 shows the current architecture of the UMD
honeynet and the different institutions involved in the
project. A tunneling program called Honeymole® redi-

3http://www.honeynet.org.pt/index.php/HoneyMole



rects silently the traffic from the different organizations
to the UMD honeynet.
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Figure 11: UMD honeynet architecture

The complexity of managing and monitoring such a
network was the primary motivation for the development
of DarkNOC. This section will discuss the application of
the tool to that problem.

4.2 UMD DarkNOC Implementation
4.2.1 Subnet Status

The subnet status section is specific to the UMD
honeynet. Each organization involved in the UMD
honeynet provides one or more ranges of IP addresses
called subnets. For example, the University of Maryland
provides two distinct subnets: a subnet of the campus
internal network and a subnet at the border network. The
failure of a Honeymole tunnel is a significant event for
the network, as it implies loss of an entire subnet; the
subnet status display allows a manager to quickly assess
the status of the tunnels and act on any issues.

Each subnet hosts a low interaction honeypot run by
Nepenthes to collect malware. Depending on the net-
work configuration, a Honeymole tunnel may be estab-
lished to redirect the traffic to Maryland. DarkNOC mon-
itors the quantity of malware collected, the status of the
Honeymole tunnels, and the status of the low interaction
honeypots.

4.2.2 Compromised Honeypots Detection

Some experiments deployed on the UMD honeynet may
present significant risks. In the likely event of a honeypot
being compromised, the attacker may use the machine to
attack other hosts on the Internet. These attacks are gen-
erally easily detectable: Figure 12 shows that the volume
of outgoing traffic is substantially greater than the incom-
ing traffic. In this case, a honeypot was used as a proxy
server.

traffic on eth3 :: Honeynet Interface
20k
10 k
o
-10 k
20 k
-30 k

bytes/sec

Mon 00: 00 Mon 06: 00 Mon 12: 00 Mon 18: 00
Max: 14.8 k Avg: 6.0k Current: 2.2 kbytes/sec
Max: 29.4 k Avg:  10.0 k Current :

M Incoming

W Outgoing 1.6 kbytes/sec

Figure 12: Network traffic (04/18/2011)

4.2.3 Traffic Anomaly Detection

A current experiment uses a known-vulnerable SSH
server running on about 80 IP addresses of the Internet
subnet provided by the University of Maryland. The Dar-
kNOC’s summaries proved useful in analyzing an attack
on this configuration of the network which occurred on
June 3, 2011.
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Figure 13: 06/03/2011, number of Flows

1. Figure 13 shows an increase in the number of flows
just before midnight on Thursday night.

2. The number of attackers presented in Figure 14 re-
mains relatively steady. This suggests that a fixed
set of attackers is generating a large volume of traf-
fic.

3. Figure 15 shows that port 22 is very active. As SSH
sessions do not usually generate many flows, we can
assume that the attacker is using a bruteforce attack
against several IP addresses hosted within the UMD
honeynet.

4. The word cloud of the honeypots targeted showed
that the IP addresses of this specific SSH experi-
ment were targeted.

DarkNOC provided several indications on the nature of
the attack responsible for the spike in traffic network and
flows. That night, the health monitoring system of the
experiment reported several times that the machine was
overloaded and the SSH server failed.

4.2.4 Using Honeypots as a Security Tool

Compromised Hosts Detection
The network traffic observed within an honeypot net-
work is considered malicious. A healthy host would
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Top 10 Ports (last 24 hours)

Port Number

| Number | o

TCP | 22 240597 57.49%
TCP | 27977 20000 4.78%
uDP [ 42332 18247 4.36%
TCP | 80 11248 2.69%
TCP ) 1433 8464 2.02%
TCP | 443 5552 1.33%
UDP / 19756 5550 1.33%
TCP | 3306 5033 1.2%

TCP | 3389 4513 1.08%

ICMP / 8.0 4286 1.02%

Figure 15: 06/03/2011, top 10 destination ports

not normally communicate with the honeypots. We can
therefore use the UMD honeynet to detect compromised
hosts on the Maryland campus network. We assume that
if a computer on campus appears in the flow data, that
means the host is compomised. The alerting module
queries the flow data to identify these hosts. This method
is efficient at detecting scanners: the use of subnets from
both local and remote sites means that a scanner is likely
to eventually visit the UMD honeynet whether its probes
are directed locally or at the Internet.

When a compromised machine is detected, the alerting
module analyzes the event and generates an email that is
sent to the IT Security Officer for further analysis. Fig-
ure 16 is an example of such a report. For each host, the
number of flows, packets and bytes are provided. The
report is also available on the Web interface of Dark-
NOGC, it is possible to vizualize the flows associated with
the alert. This technique helps to identify compromised
hosts and misconfiguration as well. When this alerting
system was first launched, the IT team figured that even
if a host was tagged as blocked in their systems the com-
promised host was still able to communicate on the net-
work and to continue its malicious activity. The analysis
is performed every 12 hours and each participating or-
ganization gets notified of the eventual compromises of
their systems. The choice of running the analysis at this
frequency was chosen based on the feedback provided
by the security team of the University of Maryland. The
team wanted to receive a report early in the morning and

——————————————— Analysis Report ---—-----—-----——-

Flow Time Window: 2011/06/06.06:00:00-2011/06/06.18:00:01

Number of hosts detected: 3

To access the online version of the report:
https://xxx.xxx.xxx.xxx/darknoc/alert_hosts.php?report=263

XXX.Xxx.xxx.xxx (X.umd.edu)
- Number of flows: 1
- Number of packets: 1
- Number of bytes: 51
To visualize the flows:
https://xxx.xxx.xxx.xxx/darknoc/alert_hosts.php?id=1124

yyy-yyy-yyy-yyy (Y.umd.edu)
- Number of flows: 10

- Number of packets: 10
- Number of bytes: 1915

To visualize the flows:
https://xxx.xxx.xxx.xxx/darknoc/alert_hosts.php?7id=1125

22z.222z.2zz.zzz (Z.und.edu)
- Number of flows: 10
- Number of packets: 10
- Number of bytes: 1915
To visualize the flows:
https://xxx.xxx.xxx.xxx/darknoc/alert_hosts.php?id=1126

Figure 16: Alerting module report

right after business hours.

Security Profiling

Honeypots can provide relevant information regarding
attackers and their techniques to compromise a computer.
DarkNOC brings together enough information from dif-
ferent datasets to establish a security profile of a network.
This profile includes the services targeted, the number of
malware uploaded and the types of attacks. The objective
is to help the security officers and network administrators
to understand where to focus their efforts and to identify
weaknesses and misconfigurations. DarkNOC can also
be used to evaluate the performance of the security policy
in place. The attacks detected and the malware uploaded
on the honeypots are good indicators of the efficiency of
an IPS device.

Attack techniques are constantly evolving as new vul-
nerabilities are discovered regularly. The honeypots can
help to identify the current trends and to update the secu-
rity policy accordingly.

5 Related Work

Lance Spitzner defines honeypots as a security tool
whose value lies in being probed, attacked, or compro-
mised [21]. In other words these are highly monitoring
computer systems meant to attract hackers, analyze their
modus operandi and profile them [19]. Placed in pro-
duction environments, honeypots take an active part in
the security of a network by providing information on
attackers and attacks’ patterns. Niels Provos introduces
two types of honeypots [18]: high interaction honeypots



that involve the deployment of real operating systems on
real or virtual machines, and low interaction honeypots
that are computer software emulating operating systems
and services.

Companies and researchers currently deploy honey-
pots networks at different scales. Also known as hon-
eynets, these honeypots networks can be limited to few
IP addresses on the local network or distributed systems
in several locations such as the Leurre.com project [16],
the Internet Motion Sensor [4], SGNET [13] or the hon-
eynet initiative from CAIDA [23].

Levine et al. demonstrated the usefulness of deploy-
ing honeypots accross large enterprise networks [14]. In
their study, Snort [20] was used to detect compromised
computers accross Georgia Tech network. In DarkNOC
a similar detection has been made possible by using the
flow data. We assume that any traffic seen on the honey-
pot network is malicious.

The visualization and data analysis of malicious net-
work activity has been the focus of a variety of commer-
cial and open source products. On the commercial side,
security companies such as Tenable and Sourcefire offer
threat management products that collect logs from mul-
tiple devices and generate alerts to inform security ana-
lysts about potential intrusions. The main limitation of
these solutions with respect to our goal is that they are
not tailored to honeypot management and honeynet data
collection and so they require additional effort to inte-
grate honeypots in the organization security data analy-
sis suite. Arbor Network is another commercial security
vendor that offers a threat management product but the
difference with the previous solutions is that they lever-
age their customer networks to instrument dark IP space
at a large scale. As a result, they offer a global view
of malicious network activity through their Atlas portal*,
which provides functionalities similar to DarkNOC, with
graphs and tables for top attacks, top threat sources and
attack trends.

On the open source side, the main honeynet manage-
ment solution has been Honeywall [8] developed by the
Honeynet Project. The Honeywall is a bootable CD-Rom
that installs a Linux-based network gateway to manage
and control honeypots as well as visualizing and analyz-
ing honeynet logs. Compared to DarkNOC, Honeywall
has a more capabilities to actively limit outgoing traffic
but it has been designed for small honeypot network. The
data processing capabilities of DarkNOC were designed
for large scale and multi-site deployments. The objec-
tive of the DarkNOC project is to provide a flexible and
powerful analysis program. It is adjustable to fit differ-
ent honeypots configurations. However Honeywall is a
all-in-one solution for small scale honeypot networks. It

“http://atlas.arbor.net
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provides routing, capture and analysis capabilities. In-
tegrating Honeywall in an existing large-scale honeypot
network is more challenging.

Other open source projects that are not specifically tai-
lored for honeypots include Alienvault [7], Aanval®, Nf-
sight [6] and NVisionIP [12]. Alienvault and Aanval are
network and system log management solutions that can
only process Snort alerts and syslog events while Nfsight
works exclusively with Netflow and has been designed
for large-scale processing and security visualization of
Netflow. NVisionIP processes global network Netflow
data to specifically detect attacks and misuses.

Visoottiviseth et al. present a distributed honeypot
framework using low interaction honeypots [22] running
the honeyd daemon [17]. More specifically, they de-
scribe the working of the honeyd logs centralization and
their analysis [22]. The framework only works with Hon-
eyd log files. The level of interaction of our framework is
also different since we are running low interaction hon-
eypots as well as high interaction honeypots.

6 Future Work

We are working on a number of extensions and improve-
ments on DarkNOC. The first extension will be the addi-
tion of a malware section in the user interface. This new
section will provide more information about the malware
collection including a graph showing the number of up-
loads per day but also some indications on the methods
used to upload the malicious software and its name. The
second improvement will be the implementation of the
automatic detection of compromised honeypots in the
alerting module. This detection will allow DarkNOC
to automatically block the outbound traffic of compro-
mised honeypots. Currently, only the detection of com-
promised non-honeypot hosts of an organization is au-
tomated. The graphical user interface of DarkNOC can
also be enhanced. There is no option that allows to select
and display the activity of a specific period of the day. It
would be useful to be able to choose on a graph a partic-
ular moment of the day and see the activity at this precise
time.

7 Conclusion

In this paper we presented DarkNOC, a honeypot net-
work management and monitoring tool. DarkNOC pro-
vides a summary of the activity of the honeypots in
the network. This summary is generated from different
sources of data including Netflow, malware collected by
the Nepenthes low interaction honeypots and attacks de-
tected by the Snort intrusion detection system. Brought

Shitp://www.aanval.com/



together, these data sources provide important resources
to help network administrators, security teams, and se-
curity researchers understand attacks and protect sys-
tems. DarkNOC can be used the detect traffic anoma-
lies and identify interesting case study for research pur-
poses. Since it is important to detect quickly any com-
promised honeypots in the honeynet, DarkNOC provides
administrators of these networks information regarding
the health of the systems. Security teams may find a par-
ticular interest in DarkNOC since it can be used to detect
compromised honeypots as well as compromised hosts
on their non-honeypots networks. To sum up an organi-
zation using DarkNOC can have a better understanding
of:

e the most targeted systems,

o the attackers, the attacks and their origin,
but also, DarkNOC helps:

e to obtain an overview of Honeynets activity,

o to identify security tools and devices misconfigura-
tion.
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