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Abstract

QoSaaS is a new framework that provides QoS infor-

mation portals for enterprises running real-time appli-

cations. By aggregating measurements from both end

clients and application servers, QoSaaS derives the qual-

ity information of individual system components and en-

ables system operators to discover and localize quality

problems; end-users to be hinted with expected experi-

ence; and the applications to make informed adaptations.

Using a large-scale commercial VoIP system as a tar-

get application, we report preliminary experiences of de-

veloping such service. We also discuss remaining chal-

lenges and outline potential directions to address them.

1 Introduction

Despite recent large-scale deployments, enterprise real-

time applications such as VoIP and video conferencing

still face significant Quality of Service problems. For ex-

ample, our own measurements collected from a commer-

cial enterprise VoIP system show that as many as 26% of

VoIP sessions experienced poor quality (Section 2).

System operators would like to localize the prob-

lems in order to apply fixes such as hardware upgrade,

software patch, and infrastructure provision. End-users

could benefit from visual hints about expected experi-

ence before each session. The real-time applications

themselves prefer to make their adaptations informed

and effective, such as how to adjust redundancy level,

adapt coding rate or route through alternative paths

(e.g., [2, 13, 20, 24]). For all these interests, it appears

beneficial to monitor the quality of the individual system

components and make the information available in real-

time.

In this paper, we propose a new portal service named

Quality of Service as a Service (QoSaaS, or simply QoS

Service), as an essential supporting service for enter-

prises running real-time applications. QoSaaS aggre-

gates quality measurements from end clients and applica-

tion servers, derives the quality information of individual

system components, and provides an informational ser-

vice to system operators, end-users, and the applications,

for diverse purposes including offline diagnosis, online

quality visualization, and application adaptations.

Any single session of the real-time applications may

involve a large number of system components, where

many components (such as wireless links, layer 2

switches, etc.) are beyond the control of the applica-

tions. Problems in a particular component may mani-

fest as quality degradation in end-to-end sessions, but ob-

served end-to-end quality degradation could be attributed

to any of the inline components. Moreover, individual

system components only have a limited view of an en-

tire system. Therefore, a key challenge of QoSaaS lies in

developing an inference engine that can efficiently and

accurately derive the quality information of individual

system components from the collected measurements.

In this paper, using the large-scale commercial VoIP

system as a target application, we report preliminary ex-

perience of developing the QoS Service. We focus on

packet loss rate as the quality metric and employ a Max-

imum Likelihood Estimation-based inference algorithm.

We present the inferencing results for individual compo-

nents of the system and examine a number of identified

problematic components in detail.

We then point out the limitations of the preceding ap-

proach, which include: i) it does not identify problems

occurring over small time scales; ii) it does not readily

generalize to other quality metrics, such as delay jitter;

iii) it does not distinguish and therefore would be con-

fused by impairments occurring locally on end clients.

To address these limitations, we outline a few potential

solutions as future directions.

The rest of the paper is organized as follows. We

first motivate the QoS Service with our measurements

of the large-scale commercial audio/video conferencing

system (Section 2). Section 3 presents the overall de-

sign of QoSaaS. In Section 4, we describe the QoS in-

ferencing problem and present our current solution with

preliminary results. Section 5 discusses the remaining

challenges and points out potential directions. Related

works are reviewed in Section 6.

2 Motivation

Our work is motivated by quality problems encountered

in real-world operation of Microsoft Lync, a commercial

Unified Communications solution that has been deployed

within Microsoft and many other global enterprises. A

key component of Lync is a VoIP system that completely

replaces traditional telephony service and supports all

daily communications in an enterprise.

2.1 VoIP Quality of the Lync System
Lync is a large-scale and complex system, as it supports

all of the communication scenarios required by a vari-

ety of business needs. The simplest scenario is a direct

call between two end-points within the same enterprise
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Figure 1: Lync VoIP Quality (over 16 months).

network. In this case, a direct peer-to-peer connection

is established for the VoIP session. Other scenarios are

more complex and often involve media servers. Lync

deploys three types of media servers: 1) a media con-

ferencing server serving as a mixer in multi-party audio

and video conferencing; 2) a relay server connecting end-

points from the public Internet to those within the enter-

prise; and 3) a mediation gateway bridging VoIP sessions

with PSTN.

Here is an example involving both a relay server and a

mediation gateway. Say, an enterprise user in US, while

working at home, makes a call to a PSTN phone in Eu-

rope. In this case, the VoIP session first goes through

a tunnel from the user’s home to a relay server in US.

Next, the VoIP session is routed to Europe within the

global network infrastructure of the enterprise. Finally,

it is routed to a mediation gateway in Europe so as to

bridge with PSTN and eventually reach the PSTN phone.

The deployment scale of the Lync system is summa-

rized in Table 1. Ensuring QoS across all scenarios in

Deployed Countries 85

Users (enterprise plus external) ∼ 7, 000, 000

Daily (weekday) Audio Sessions ∼ 500, 000

Used Global Data Centers 3

Running Media Servers ∼ 150

Table 1: Deployment Scale of the Lync System.

such scale is extremely challenging. Indeed, both user

feedback and collected statistics indicate that the sys-

tem suffers from significant quality problems. To quan-

tify the quality of experience, we plot the Mean Opinion

Score (MOS) [11] reported by all of the VoIP sessions

over 16 months in Figure 1. We observe that 26% of the

VoIP sessions experience MOS lower than 2.5 – a typical

threshold for acceptable quality.

2.2 Challenges of Ensuring Quality
An individual VoIP session may involve a large number

of system components, and quality degradation could be

attributed to any of the inline components. For instance,

a single VoIP session might traverse a large set of net-

work components (e.g., load balancers, routers, and net-

work links) and media servers (e.g., mediation gateways,

relay servers, and conferencing servers). Any compo-

nent along the path may cause quality degradation: end-

points might capture poor quality audio due to device is-

Figure 2: QoSaaS Overview.

sues; VoIP packets might be dropped in wireless links

and congested access gateways or network connections;

media servers might delay packets due to overload, mis-

configuration, and/or software bugs. On the other hand,

individual system components (e.g., end-points, media

servers, load balancers, and routers) only have a limited

view of the overall system.

A consequence is the lacking, in the current enterprise

network, of information about how each system compo-

nent affects VoIP quality end-to-end. Indeed, the aim of

the proposed QoS Service is to fill such a void.

3 QoSaaS Design

The goal of the QoS service is to provide QoS informa-

tion so as to substantially improve the user experience

of real-time applications in enterprises. In a nutshell,

the QoS service aggregates end-to-end quality measure-

ments from end-points and media servers, derives the

QoS information of individual system components, and

makes QoS predictions on arbitrary end-to-end paths.

3.1 Architecture Overview
Figure 2 illustrates the basic components and message

flows of the QoS service. At the center of the service is a

logical QoS server. The QoS server is bootstrapped with

information about network topology and the deployment

of media servers. The end-points and media servers col-

lect QoS measurements about individual VoIP sessions

and report the measurements to the QoS server. The

QoS server employs an inference engine and derives the

QoS degradation caused by individual system compo-

nents. System operators can query the QoS server for the

quality estimation of arbitrary system component. The

end-points can query the QoS server for the quality esti-

mation of arbitrary end-to-end path.

The QoS service consists of the following three major

components:

• Measurement Aggregation: The end-points and media

servers collect QoS measurements of individual VoIP

sessions. The measurements are reported to the QoS

server, which aggregates the information in specific

ways that we will elaborate in later sections.
• Component QoS Inference: This component is the

core of the QoS service. Given the measurements, the



inference engine infers the QoS degradation at each

individual system component in the VoIP system.
• QoS Prediction: Given recent and historical inference

results, this component predicts the QoS along an arbi-

trary path consisting of any network components and

media servers.

3.2 QoS Service Usage
QoSaaS can be used by both the system operators and

the real-time network applications.

Because the QoS service infers QoS information of in-

dividual system components, the operators can query the

service and discover problematic network segments and

media servers. For example, if the QoS service reports

consistently high packet loss rate at a particular subnet,

the operators can focus on the network gateway of the

subnet to further diagnose the problem and apply fixes.

For real-time applications such as multimedia commu-

nication, whenever there is a quality problem due to sys-

tem components, an end-point can query the QoS service

for the quality estimation of multiple alternative paths. It

can then migrate a VoIP session to the path offering the

best performance. For instance, if the default mediation

server is problematic, the VoIP session can be routed to a

different city so as to bridge with PSTN through another

mediation server. If the direct path between a caller and

a callee experiences a problem, a detour path can be es-

tablished through a conferencing server, or through other

end-points if they are able to serve as relay points.

Even when no alternative path is available or even al-

ternative paths do not improve quality, the QoS estima-

tion of the existing path can still be useful. The end-

points can display the QoS information to the end-users

so that they can form proper expectation about the VoIP

session. This is analogous to signal bars displayed on

cell phones.

4 Preliminary Experiences

The core of the QoS service is a quality inference engine.

The inference engine aggregates end-to-end measure-

ments and derives quality estimation of individual sys-

tem components, including network segments and me-

dia servers. In this section, we describe our preliminary

experience developing the inference engine employing a

Maximum Likelihood Estimation-based approach.

4.1 System Model
We model the VoIP system as a directed graph G. The

nodes in the graph model end-points, media servers, and

physical locations (such as cities). The edges in the

graph model network segments connecting the nodes.

As illustrated in Figure 3, the media server in Dublin

is a node, and city Beijing is also a node, while subnet

x.x.130.0/23 connecting client a to city Redmond

is an edge.

Both nodes and edges can cause quality degradation.

Therefore, they are regarded as media transmission enti-

ties. The edges are directed as degradation along differ-

ent directions is typically asymmetric.

Figure 3: System Model (with media line Ma→b).

The system model abstracts away the physical network

topology. For instance, there might be more than one

physical routers in a city, or more than one physical net-

work links between two cities. The advantage of such

abstraction is that it allows the inference to be refined hi-

erarchically. Once a problem is localized to a node or an

edge, detailed diagnosis tools [1, 3, 14] can be employed

to identify root causes.

A media line defines a directed path in the graph link-

ing multiple entities. As illustrated in Figure 3, a media

line, denoted as Ma→b, connects client a to mediation

gateway b, with four other entities in between: subnet

x.x.130.0/23, city Redmond, edge between Red-

mond and Dublin, and subnet x.x.132.0/23.

A two-party direct call consists of a pair of media

lines, one from the caller to the callee and the other in

the reverse direction. A multi-party conference, on the

other hand, involves a conferencing server to mix audio

and therefore consists of more media lines. In particular,

there is one pair of media line between each participating

end-point and the conferencing server. The destination

node of every media line collects and reports the QoS of

the media line to the QoS service.

4.2 Maximum Likelihood Based Inference

For every VoIP session, the QoSaaS service collects QoS

measurements from each media line. The inference en-

gine then use these measurements to derive estimation

of individual entities. In this section, we focus on an

example QoS metric – packet loss rate – and develop a

maximum likelihood based inference algorithm.

Assume that media line Ma→b consists of k entities

(e1, e2, ... , ek). Denote the packet loss rate of entity

ei as pi. Assume that packet loss is independent. Then,

the aggregated packet loss rate of the media line is pM =

1−
∏k

i=1 (1− pi).
Now, consider all the packets transmitted from a to b.



Let nM denote the number of transmitted packets and

mM the number of received. Then, the number of lost

packets is (nM−mM ). Therefore, the likelihood of such

events (nM transmitted and mM received) is

LM (nM ,mM ) = p
(nM−mM )
M (1− pM )mM . (1)

Here, nM and mM are two metrics easy to collect. Alter-

natively, nM can be estimated readily from the duration

of the VoIP session, and mM can be calculated based on

the average end-to-end loss rate.

Given the likelihood of the events on individual me-

dia lines, the likelihood over the entire system, denoted

as L, is the product of the individual likelihoods. Then,

maximum likelihood estimation assigns packet loss rates

to individual entities so as to maximize the system-wide

likelihood, as follows:

{pi} = argmax
{pi}

{L =
∏

{M}

LM (nM ,mM )}. (2)

Note that the maximum likelihood estimation naturally

takes into account the duration of VoIP sessions – longer

sessions have more influence than shorter ones – while

simple linear models [4, 7, 27] completely ignore the ses-

sion duration.

4.3 Inferencing Results
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Figure 4: Packet Loss Rate of VoIP Audio Streams.

Using measurements collected from a typical work

week (from July 20 to July 24), we now present prelimi-

nary inferencing results.

All the measurements are grouped by 15-minute slots.

Within each 15-minute slot, the packet loss rate of an

entity is assumed to be independent and constant. Typi-

cally, we observe around 150 entities (out of about 4000)

relaying about 5, 000 VoIP audio streams. The concen-

trated work load on a small fraction of entities is mainly

due to time zone difference. For instance, when the net-

work and the media servers in North America are heavily

utilized, those in Asia are mostly idle.

Figure 4 plots the packet loss rate of all the audio

streams. Clearly, a small fraction of the VoIP sessions

suffer from significant QoS degradation.

4.3.1 Overview
The inferencing results are summarized in the heat map

shown in Figure 5. The heat map encodes the packet

loss rates of 350 entities into colored dots, one per 15-

minute slot. The higher the packet loss rate, the brighter

the color is. Note that the heat map only includes en-

tities with non-zero packet loss rate in at least one slot,

excluding around 3600 entities that never drop packets.

From the heat map, we can clearly observe: i) wire-

less subnets incur more packet losses than wired ones;

ii) a few wired subnets are plagued by frequent losses;

iii) certain site-to-site network segments also experience

losses once in a while; iv) media servers are healthy most

of the time.
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Figure 5: Heat Map of Inferred Packet Loss Rate.

4.3.2 Case Studies
Next, we illustrate a few concrete case studies.

Issue 1: Wireless AP Gateway Poor Performance In

the heat map, we observe one particular wireless subnet

x.x.158.64/27 (entity 149) constantly experiences

high packet loss rate. The subnet maps to a wireless AP

gateway installed in an office building in Charlotte, NC.

The inferred packet loss rate of the subnet is plotted in

Figure 6. The results indicate that, on average, 4.6% of

VoIP packets can be dropped, and the packet loss rate can

be as high as 20% during busy hours.
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Figure 6: Packet Loss Rate (Wireless Subnet).

Issue 2: Long Distance Network Degradation Figure 7

plots the inferred packet loss rate on long distance net-

work connections between Hyderabad, India and Red-

mond, US. The connection from Hyderabad to Redmond

corresponds to entity 98, while that from Redmond to

Hyderabad maps to entity 114 in the heat map.

Issue 3: Media Relay Server Bug Users in Redmond

complained about poor VoIP quality when calling exter-
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Figure 7: Packet Loss Rate (Hyderabad – Redmond).

nal users. System administrators added one media re-

lay server x.x.141.95 to alleviate the load on exist-

ing ones. Unfortunately, the problem was not solved and

audio quality remained poor.

We plot the inferred packet loss rate of related me-

dia relay servers in Figure 8. The newly added me-

dia relay server appears to incur significantly higher

packet loss rate, as shown by the fine-dashed curve start-

ing from time slot 118, than a normal media server

x.x.141.81. On the other hand, one of the existing

media relay servers x.x.141.92 also experience high

packet loss.

The problem was eventually attributed to a soft-

ware bug in the media server stack, and both server

x.x.141.92 and x.x.141.95 happened to operate

the same version of stack.
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5 Challenges and Directions

Section 4 has shown that statistics collected over VoIP

sessions (e.g., average packet loss rate) is helpful in in-

ferring the QoS of individual components of the sys-

tem. However, coarse-grained statistics can discover

only simple problems that persistently manifest over long

time scale. The examples shown in Section 4 all bear this

nature. Many problems in real systems are much more

stealthy, where coarse-grained statistics often becomes

insufficient.

In this section, through analyzing real problems dis-

covered in production systems, we elaborate on a few

key challenges and point out potential directions so that

the QoSaaS framework can be generalized to easily deal

with new problems in future.

5.1 Time Resolution
Let’s examine a problem related to time scale. A media

server runs a dedicated process to collect a large number

of performance counters. On Windows Server 2003, this

process wakes up every 15 minutes and blocks one of

the CPU cores completely for 200 ms. As a result, VoIP

sessions using the blocked core are affected and experi-

ence a 200 ms jitter. This problem is difficult to discover.

The 200 ms jitter occurs only once every 15 minutes. It

can not be observed in average jitter over an entire VoIP

session. In addition, this problem only affects the VoIP

sessions using the blocked core, but not other sessions

using unblocked cores on the same server.

Packet-level traces can help the discovery of such

problem occurring at small time-scale. A packet-level

trace can be compactly represented, e.g., the trace of

a 5-minute VoIP session with audio rate at 50 packets

per second is about 60 KB [19]. Even so, collecting all

the packet-level traces from every end-point is infeasible

and unnecessary, due to redundant information carried

by the traces. Therefore, it is desirable to collect only

sufficient traces for inference and no more. To this end,

one approach is to instrument every end-point to record

a packet-level trace for each VoIP session and store the

trace locally. An end-point only uploads its traces upon

the request from the QoS server.

5.2 Jitter Inference
Given packet-level traces, packet losses at small time-

scale can be inferred. Jitter, however, needs to be derived

in a different way. Averaging even over small time-scale

bears the risk of diluting useful information. In the above

example, the single jitter of 200 ms equates to an aver-

age jitter of only 4 ms per second, if the audio rate is

50 packets per second. Therefore, it is more effective

to first derive per packet jitter value at individual system

components and then aggregate statistics.

Given end-to-end jitter measurements, jitter inference

tries to find the most probable assignment of jitter val-

ues to individual network components over various time

instances. Similar to the loss rate estimation, the most

probable solution tends to concentrate assignments to

only a few components. Yet, how to derive such assign-

ments appears quite different. One potential approach is

to explore time dependency between jitter values on each

component. Intuitively, if a component incurs a non-zero

jitter at time t, then it is more likely to incur another non-

zero jitter at time t + 1 than another component that ap-

pears perfect recently.

5.3 Local Impairment
All problems are not caused by the network components.

Often times they are due to local impairments occurring

on the end-points. Consider another real problem. This

problem is observed on a slow machine with a single 1.8

GHz AMD core CPU, a typical netbook configuration.



Severe audio jitters are observed, which are caused by a

time critical system thread hogging CPU for 80 ms from

time to time. The threads of the VoIP application run at

the same priority as the critical thread and thus experi-

ence glitches of 80 ms in audio processing.

Obviously, packet-level traces collected on this ma-

chine will contain many jitters. The inference based on

the traces would have falsely assign jitters to components

in network. To reduce the false alarm, it is crucial to

distinguish local impairments from those caused by the

infrastructure.

One solution to make such distinction is to explore the

bi-direction nature of VoIP sessions. There are simulta-

neous outgoing and incoming packets from the partici-

pating end-points. Outgoing packets are only affected by

the local end-point and have nothing to do with the net-

work, while incoming packets are affected by the local

end-point, the network and/or the remote end-point. By

comparing the traces between the outgoing and incoming

packets, it is possible to distinguish local impairments

from network QoS degradation. Note that modern VoIP

systems employ voice activity detection, so that audio is

suppressed and no outgoing packets are sent during si-

lence periods. We may add virtual outgoing packets to

handle such artificially irregular traces.

6 Related Work

Quality of Service has long been recognized as an impor-

tant topic in network services. There are many previous

studies on QoS related infrastructure support, resource

reservation and allocation, as well as system parameter

tuning (e.g., [6, 12, 25]).

Recently, large-scale multimedia communication sys-

tems have been deployed in enterprices and the public

Internet. Consequently, many QoS problems are ob-

served [18] and analyzed [8]. Also, QoS assessment

techniques are developed to better evaluate real sys-

tems [11, 23].

Many network diagnostic tools can be used to iden-

tify system performance problems [3, 14]. Specific tools

for troubleshooting multimedia systems are also intro-

duced, for example, the Giza tool set for IPTV system

diagnosis [17]. Different from these systems, the scope

of QoSaaS is much broader and beyond localizing failure

points in the systems.

There are other proposed services that end-users can

query for coarse-grained network delay, loss rate, cost,

and other path properties (e.g., P4P and ALTO ser-

vice [22, 26], iPlane [15, 16], and Sequoia [21]). QoSaaS

differs from these services as it aims at improving the

quality of real-time multimedia communication systems.

In such systems, many problems occur only in small time

resolution. Therefore, the QoS service is required to pro-

vide quality estimation at much finer granularity. In ad-

dition, problems could be due to local impairments. So,

the QoS service also needs to distinguish the local im-

pairments from infrastructure problems.

One of the core components of QoSaaS is the infer-

ence engine. There are a lot of related studies in the net-

work tomography area [4, 5, 7, 9, 10, 27]. Different from

the linear topology model and sampled measurements in

these studies, we employ a Maximum Likelihood based

inference algorithm that derives quality estimates using

aggregated measurements from a large number of VoIP

sessions.
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